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APPENDIX H. COMPUTER PROGRAMMES for arXiv.org:1109.4732v3 [hep-th] 25 Jun 2012  
 
We list below the different computer programmes used to calculate our results. 
 
1. The iterative integration in Comal. Sturm-Liouville theory for the iterative integration 
2. Collocation in Matlab 
3. Parametric function generation in Maple 
4. Eigenvalue determination in Mathcad 
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The Programmes 
 
1. The iterative integration in Comal. Sturm-Liouville theory for the iterative integration 
 
In order to find the eigenvalues of the parametric one-dimensional Schrödinger equation (32) we 
first exploited Sturm-Liouville theory  [H1, H2, H3]. The Sturm-Liouville problem is defined in the 
following way: 
 
Definition: Sturm-Liouville’s problem is an eigenvalue problem defined on an interval [a,b] and 
given by a differential equation of the form 
 
( ') ' ( ) 0py r q yλ+ − =      (H1) 
 
and two boundary conditions which can be 
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The latter requirement (H3) is called periodic boundary conditions. In equation (H1) the coefficient 
functions p, r and q are real, 1p C∈ , 0andr q C∈ and ( ) and ( ) 0p x r x >  for all [ , ]x a b∈ . In the 
boundary conditions the constants andα β  are real and independent of λ . 
 
One readily verifies that (32) is a Sturm-Liouville problem. Thus we may exploit for iteration the 
following 
 
Theorem: There exists a countable, infinite set of eigenvalues 1 2 ...λ λ< <  The spectrum of 
eigenvalues is bounded from below and without any points of convergence, wherefore 
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forn nλ →∞ →∞ . The zeropoints of an eigenfunction nϕ , belonging to the eigenvalue nλ , 
devides the interval of definition in exactly n partial intervals in which nϕ  has a constant sign. 
 
We use this theorem to squeeze our guesses for the eigenvalues in the iterations, carry out a 
numerical integration for that particular guess while keeping track on the number of zeros. Then we 
adjust the eigenvalue up or down accordingly for a new iteration to come closer to the required 
number of partial intervals for the eigenvalue in search. Once the boundary conditions are met 
within a prescribed precision the iteration stops, the eigenvalue is stored and a guess is constructed 
for the next eigenvalue in line. This next eigenvalue will be bounded from below by its predecessor 
and bounded from above by the eigenvalue corresponding to a constant potential equal to the 
maximum value 21

2π of the actual potential. The Comal program doing the iteration is called 
“backfit” and is exposed below. Note a technicality: Starting out the integration far from an actual 
eigenvalue may lead to divergencies. The program tackles this problem using three ideas. 1) We 
calculate the classical turning point in the actual potential and use the fact that the eigenstate is only 
oscillatory between the turning points and therefore will show all its zeros here. 2) Whenever the 
state crosses through a zero the product of two successive functional values will be negative. This 
simple fact is used to count the number of zeros during the integration which is a 4th order Runge-
Kutta method. 3) Once the correct number of zeros has been reached the eigenvalue is fine tuned by 
integrating “backwards” from θ π= “under” the potential. If the function does not meet the 
boundary conditions at the origo 0θ = , the eigenvalue is adjusted accordingly. For odd-label states 
with periodicity 2π  this is done by keeping track on the derivative which should be zero at the 
origo  whereas for even-label states the function itself should have a zero at origo. 
 
The file "ComalIterationSturmLiouville.tif" shown below contains a scan of a print of the 
programme itself and a scan of an output of the comal programme "BACKFIT.cml". The comal 
programme dates back to the end of the eighties, beginning of nineties. 
 
The Danish text says "Kind regards Ole Trinhammer...Save the print for me..." as the output was 
written to a public printer. In line 0085 to 0086 of the programme it says: "The machine is 
calculating, dear collegue...Ready by 'programme terminated' - please save the print for OT" 
 
The outputs are parametric eigenvalues, i.e. eigenvalues for the one-dimensional Schrödinger 
equation with approximate potential. The eigenvalues are used in the programme 
"MapleParametricFunctionGeneator.mw" to generate the parameter functions used in the 
programme "MathcadParametricBasis.mcd" to calculate eigenvalues for the exact 3-dimensional 
problem from the allospatial Hamiltonian. 
 
The iteration is started off by a guess from the general trend in eigenvalues known from Sturm-
Liouville theory and the theory of the harmonic oscillator, see e.g. [59]. The individual integrations 
are started off with suitable boundary conditions according to the symmetry of the level sought. 
During the integration we keep track on the number of oscillations specific to the level sought for. If 
the number of oscillations is too large, the eigenvalue is adjusted downwards. Once the correct 
number of zeros has been reached the eigenvalue is fine-tuned by integrating backwards through the 
integration interval, i.e. from Pi back to 0, where we check that the boundary condition is correct. If 
not, the eigenvalue is adjusted accordingly. 
 
Here comes the scan of Backfit.cml. The last page shows two printouts. 
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2. Collocation in Matlab 
 
Collocation programmes for odd- and even-labelled states and for broken even-labelled states date 
back to the middle of the nineties and were written in Matlab for DOS. The programmes still run 
under Matlab R2010b with minor error messages. Here is an edition with the new idea to couple 
perion doublings in even-label states with period doubling in an underlying odd-labelled state. The 
period doubling for “broken” odd-labelled states is described by changing from expansions on 
integer orders of even functions cos px  to expansions on half integer orders 1

2cos( )p x− . 
 
BROKodd2012.m: 
('Broken, odd states in 1 dimension') 
format long e 
n=input ('Number of collocation points is n, input n   ') 
clear k 
clear b 
for i=1:n 
xi=i*pi/(n+1); 
for p=1:n 
k(i,p)=cos((p-0.5)*xi); 
b(i,p)=((p-0.5)*(p-0.5)+xi*xi)*k(i,p); 
end 
end 
eig(k\b)/2; 
clear e 
e=sort(eig(k\b)/2); 
('Eigenvalues for broken odd states (1 dimension). Number of collocations  '),n 
e(1:10) 
clear brokenodd 
for j=1:10 
brokenodd(j)=e(j); 
end 
clear k 
clear b 
clear e 
save c:eigbrokodd.mat 
 
3. Parametric function generation in Maple 
 
The programme "MapleParametricFunctionTableGenerator.mw" shown below integrates the one-
dimensional Schrödinger equation and tabulates the results as two files containing the parametric 
functions and their second derivatives evaluated in a certain set of points. 
 
The files are to be read into the programme "MathcadParametricBasis.mcd", where eigenvalues for 
the 3-dimensional problem are calculated. 
 
The eigenvalues on which the integrations are based are results from iterative integration with 
iterations guided by Sturm-Liouville theory, see "ComalIterationSturmLiouville.pdf". 
 
PS: 'ligninger' means 'equations' and 'startbetingelser' means 'boundary conditions' 
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4. Eigenvalue determination in Mathcad 
 
The programme "MathcadParametricBasisPDF.mcd" shown below calculates eigenvalues for 
neutral charge N and ∆ -states depending on results from the Maple programme 
"MapleParametricFunctionTableGenerator.mw" shown above. We start by reading files containing 
tabulated values of a set of parametric basis functions and their second derivatives generated by the 
Maple programme. Contrary to the exact calculations in appendix C the integrations are now simple 
sums of point values of the integrand multiplied by the step length to the cube, i.e. 31/ M , where M 
is the number of points tabulated for each function. We call it "Number of base points..." though 
this may not be the proper expression in English. The particular calculation shown below takes half 
a week on a ThinkPad T61 whereas – shown further below - a similar calculation based on the exact 
matrix elements for the trigonometric basis in appendix C takes less than five minutes. 
 
MathcadParametricBasisPDF.mcd: 
 
MathcadTrigonimeticBasisPDF.mcd: 
 
The matrices for analytically determined matrix elements are labelled with a, like "Ia", "Iv2a" and 
so on. The corresponding eigenvalues are called "e" and "ec" respectively. "e" refers to approximate 
solutions where the global curvature and centrifugal potentials are disregarded. "ec" refers the full, 
exact solution. "eee" at the end of the programme is based on numerically calculated matrix 
elements. This is a much more time consuming process. It is encouraging though to have the 
numerical results for specific matrix elements as a check on the rather complicated algebraic 
expressions for analytically derived results. 
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